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ABSTRACT

The dynamic evolution of a magnetic arcade associated with photospheric shearing motions is in-

vestigated by an ideal two-fluid (electron-ion) code. The two-fluid numerical simulations produce

conspicuous differences compared to earlier MHD simulations beyond the inner arcade region. The

decoupling motion between electrons and heavier ions during the arcade expansion induces a growing

charge separation and strong electric field in the front of the expanding arcade. The presence of this

electric field provides an additional force, along with the magnetic and thermal pressures, that drive the

growth of an outwardly expanding wave that steepens into a propagating discontinuity in the plasma

and magnetic field. The propagation speed of the discontinuity eventually exceeds the local phase

velocity of the MHD fast mode and becomes a perpendicular fast-like shock. Preferential heating of

the ions is also observed. In addition, parameter tests indicate that (1) the propagation speed of the

shock is independent of the maximum shear speed; (2) slower shearing speeds produce weaker shocks

with weaker adiabatic heating; (3) the ion to electron mass ratio, mi/me, impacts the strength of the

charge separation linearly, but has a moderate effect on the propagation speed; and (4) the normalized

value of the ion inertial length does not affect the formation and the speed of the shock as a whole.
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1. INTRODUCTION

Sheared magnetic arcades forming highly non-

potential magnetic fields are regarded as candidates for

the origins of solar eruptive events (other candidates

include non-zero magnetic helicity flux ropes and flux

emergence regions) and are considered a quintessen-

tial type of storage models for coronal mass ejections

(CMEs) and flares (Forbes 2000; Klimchuk 2001). The

arcades accumulate magnetic free energy as their foot-

points at the photosphere undergo slow shearing mo-

tions. It is typically assumed that the coronal ar-

cades react passively to this photospheric motion and

their evolution is considered quasi-static because of

the relatively rapid speed of information transfer along

the fields lines (∼1000 km s-1) compared to the much

slower photospheric perturbations (∼1 km s-1) coupled

with the small value of the plasma β in the corona.

In original shearing arcade models, magnetic free en-

ergy was thought to be stored purely in force-free, or
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field-aligned, currents within simply-connected force-

free magnetic field structures. However, papers by Aly

(1984) and Sturrock (1991) had demonstrated that for

simply-connected force-free fields, the magnetic energy

is always greater after the field has fully-opened, match-

ing the fields observed directly after the eruption of

CMEs, compared to the initial, closed-lined field hav-

ing the same boundary flux distribution at the photo-

sphere, thus giving rise to an apparent energy paradox.

Then Mikić, Barnes, & Schnack (1988) were the first

to demonstrate through resistive magnetohydrodynamic

(MHD) numerical simulations that shearing arcades also

stored energy in the form of thinning current sheets

that led to magnetic reconnection and the rapid change

in magnetic topology with the release of magnetic en-

ergy and the ejection of a plasmoid; therefore avoiding

the Aly-Sturrock condition for simply-connected fields.

Later, Mikić & Linker (1994) showed in simulations that

a single magnetic arcade undergoing purely shearing mo-

tions in a spherical geometry could also give rise to a

strong current layer that becomes the site of magnetic

reconnection producing events that are morphologically

similar to those observed in CMEs and flares. Other

two-dimensional MHD numerical studies have since con-
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firmed this behavior of a single arcade (Amari et al.

1996; Choe & Lee 1996b). The simulations show that as

the distance between conjugate footpoints increases due

to antiparallel shearing motions at the photosphere, the

arcade expands outwards and the central field lines of

the arcade begin to stretch vertically. Opposite polarity

field lines are pinched closer together laterally eventu-

ally forming a strong current sheet in the central arcade.

After reaching a critical amount of shear, spontaneous

magnetic reconnection is triggered due to the locally en-

hanced dissipation and the magnetic tension associated

with reconnected magnetic field propels the ejection of a

plasmoid. This topological change seen in simulations is

similar to observations of some solar flare events where

X-shaped structures are seen at the tops of flare loops

(Masuda et al. 1994).

Developments in the two-fluid theory of magnetic re-

connection give a more accurate picture of magnetic re-

connection compared to MHD theory. The MHD the-

ory of magnetic reconnection should not be applied to

regions with a thin current layer where the ions, due to

their large cyclotron orbits, become demagnetized while

the electrons remain strongly magnetized producing dis-

tinct two-fluid motions (Yamada et al. 2010). Therefore

the flux annihilation seen in thin current layers occurs

on a length scale intermediate between the ion inertial

length di and and electron skin depth de, so there is no

guarantee that the velocities of the ions and electrons

are nearly the same as assumed by MHD, therefore two-

fluid dynamics become important. The increased thin-

ning of a current sheet seen in two-fluid models of mag-

netic reconnection and the distinct differential motions

of the ions and electrons can produce strong reconnec-

tion electric fields that increase the reconnection rate

beyond that predicted by Sweet-Parker theory which

is important is collisionless plasmas, like those in so-

lar coronae and planetary magnetospheres (Ma & Bhat-

tacharjee 1996; Biskamp, Schwarz, Drake 1995). Two-

fluid effects in the reconnection layer of arcades in so-

lar coronae could account for certain observational fea-

tures of solar eruptive events. For instance, two-fluid

reconnection can produce stronger current sheet thin-

ning thereby enhancing the typical tearing-mode that

could cause the creation of multiple plasma blobs in the

thin current sheet and reconnection regions and the ex-

pulsion of plasma ejecta in the outflow regions, which

have been observed in recent observations (Takasao et

al. 2012; Zhang & Li 2019).

Shock waves in collisionless coronal plasmas are also

manifested by two-fluid and kinetic effects since in colli-

sionless plasmas the spatial characteristics of the shocks

in collisionless plasmas are not determined by the mean-

free path, such as in typical hydrodynamic shocks, but

by other length scales like the ion and electron cyclotron

radii. These effects have occupied research on coro-

nal heating and the characteristics of the solar wind for

decades and the two phenomena may be intricately re-

lated (Kuperus et al. 1981). The origin of these shocks

observed in the corona are thought to be produced in

two main ways: (1) by impulsive solar events generated

by magnetic reconnection and microflares (Hsieh et al.

2009) and (2) by the propagation of Alfvén waves due

to perturbations originating from the lower solar atmo-

sphere that steepen into shocks as they propagate into

the higher, more tenuous corona (Osterbrock 1961; Orta

et al. 2003). Two-fluid and kinetic effects are also im-

portant for explaining the preferential heating of ions in

collisionless shocks (Zimbardo 2011; Lee & Wu 2000).

At present it is impossible practically in a two-fluid

code to produce a computational gridding that is able

to resolve the real ion inertial length di, the length scale

where ion and electron motions decouple, of the solar

corona while also simulating the real global length scale

of solar magnetic arcades as they differ by many orders

of magnitude. Therefore, a two-fluid simulation whose

length scale is normalized to di could at best produce

qualitative results in a practical amount of time by arti-

ficially increasing di and ensuring that the adopted ion

inertial length, di, remains much smaller than the global

length scale of the magnetic arcade and coronal struc-

ture l0, simulated, i.e., l0 � di. This manipulation of

the ion inertial length is performed for the simulations

in this paper. We performed several simulations for the

purpose of convergent analysis with varying adopted val-

ues of the artificially increased di and observed nearly

identical behavior across the simulations. Therefore, we

feel confident that as long as di remains much smaller

than the global scale l0, the simulations performed in

the present study still retain physical authenticity with

the evolution of a full-size, completely resolved magnetic

arcade system. In our two-fluid simulations, it is found

that before the current sheet and impulsive magnetic re-

connection could occur, as observed in the simulations

by (Choe & Lee 1996a,b), propagating discontinuities

and shocks have formed at the periphery of the expand-

ing arcade and unperturbed plasma that occurs with

a strong breakdown of local charge neutrality and are

driven by the mild photospheric shearing motions at the

base.

The outline of the present paper is as follows. In §2,

the two-fluid model and governing equations are intro-

duced along with the initial and boundary conditions

adopted for simulating the evolution of a y-invariant

magnetic arcade being sheared by photospheric flow.
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The numerical results are presented in §3 with two sub-

sections, the first subsection describes the results of a

representative case that are qualitatively general across

all of the simulations undertaken, while in the second

subsection the results of a set of parameter tests are re-

ported and discussed. Lastly in §4, we conclude and

summarize the results of the present study.

2. NUMERICAL TWO-FLUID MODEL

2.1. Governing Equations

A ideal two-fluid code is developed to study the dy-

namic evolution of the solar corona while the footpoints

of a magnetic arcade undergo slow shearing motions. We

reframe the MHD system used by Choe & Lee (1996a)

directly into a two-fluid model framework, this facil-

itates direct comparisons of the numerical results be-

tween the MHD model of Choe & Lee (1996a) and the

two-fluid model used in this study. In our model, all

physical variables depend only on the horizontal coordi-

nate x and the vertical coordinate z and are assumed to

be invariant in the y-direction (∂/∂y = 0) in the Carte-

sian coordinate system. The corona itself occupies the

half-space z > 0. The governing equations are a set

of ideal two-fluid equations including gravity that con-

sists purely of ions and electrons, while no neutral par-

ticles are assumed. In order to simulate the ideal evolu-

tion, no resistive terms are included, therefore interac-

tions between the ion and electron fluids are mediated

purely through the electromagnetic fields. In addition,

the thermodynamics of the ion and electron fluids are as-

sumed to be purely adiabatic, no auxiliary conduction,

heating, nor cooling terms are included. The governing

equations, after normalization, are as follows (ion and

electron quantities are denoted by the subscripts i and

e, respectively):

∂ni
∂t

= −∇ · (nivi), (1)

∂nivi
∂t

= −∇·
(
nivivi + pi1

)
+ni(E+vi×B)+nig, (2)

∂εi
∂t

= −∇ · [(εi + pi)vi] + nivi ·E + nivi · g, (3)

∂ne
∂t

= −∇ · (neve), (4)

∂neve
∂t

= −∇·
(
neveve +

mi

me
p̃e1

)
−mi

me
ne(E+ve×B)+ñeg,

(5)

∂εe
∂t

= −∇ · [(εe + pe)ve]− neve ·E +
me

mi
neve · g, (6)

∂ψ

∂t
= Ey, (7)

∂By
∂t

=
∂Ez
∂x
− ∂Ex

∂z
, (8)

∂E

∂t
=

(
c

v0

)2

[∇×B− (nivi − neve)] , (9)

Bx =
∂ψ

∂z
, Bz = −∂ψ

∂x
, (10)

pi = nikBTi, pe = nekBTe (11)

where the ion and electron energies are defined as εi =
1
2niv

2
i + pi

γ−1 and εe = 1
2
me

mi
nev

2
e+ pe

γ−1 , respectively, with

γ(= 5/3) being the adiabatic index, so that a simple

ideal gas with a constant specific heat ratio is assumed.

While ns is the number density, vs is the velocity, ps is

the scalar pressure, and Ts is the temperature for the

particle species s, either an i or e in the appropriate

equation; E is the electric field, B(= ŷ ×∇ψ +Byŷ) is

the magnetic field, g is the gravitational acceleration, ψ

is the flux function, kB is Boltzmann’s constant, and 1

is the identity matrix. The variables p̃e and ñe repre-

sent the perturbed electron pressure and density, respec-

tively, compared to their initial values and are explained

in the following subsection. All physical quantities in

this paragraph are represented in non-dimensionalized

form by the following proper normalization scheme.

While an MHD normalization has no intrinsic length

or time scale, a two-fluid normalization does not have

the freedom of choice. In the normalization scheme

adopted for this study, the length and time scales are

normalized respectively by the ion inertial length, di,

and the inverse of the ion cyclotron frequency, 1/ωci.

Therefore, the adopted full normalization scheme be-

comes:

(x, z)→ (x, z)/di; t→ tωci;

(vi,ve)→ (vi,ve)/v0; (ni, ne)→ (ni, ne)/n0;

kb → kb/(B
2
0/4πn0T0); (Ti, Te)→ (Ti, Te)/T0;

(pi, pe)→ (pi, pe)/(B
2
0/4π); B→ B/B0;

E→ E/(B0v0/c); ψ → ψ/(diB0);

g→ g/(v20/di),

where di = c/ωpi is the ion inertial length, ωpi =√
4πn0e2/mi is the ion plasma frequency, ωci =
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|e|B0/mic is the ion cyclotron frequency, and v0 =

B0/
√

4πn0mi is the Alfvén speed at the base. This

normalization introduces two ratios into the governing

equations, namely, the ion mass to electron mass ratio,

mi/me, and the speed of light to the base Alfvén speed

ratio, c/v0. Unless otherwise stated, the adopted values

for these ratios are mi/me = 25 and c/v0 = 10.

In the true solar corona, the ion inertial length di
is many orders of magnitude smaller compared to the

global length scale of large magnetic structures that oc-

cupy the corona. The length scale adopted by Choe &

Lee (1996a,b) is LCL0 = 3.0×109 cm which in their MHD

simulations represents the half-distance between Bz (By
in their geometry) extrema of the magnetic arcade at the

base. It is impossible practically to run a simulation cur-

rently with enough grid points that is able to resolve the

real amount of ion inertial lengths contained within the

global length scale of the magnetic arcade itself. There-

fore, the two-fluid simulations in this paper whose length

scale is normalized to di can at best produce qualitative

results by assuming an artificially large di. Simultane-

ously, we must also ensure that the ion inertial length

is still much smaller than the global length scale of the

arcade l0 simulated, i.e., l0 = 2LCL0 � di, so that im-

portant two-fluid effects can still be resolved within the

structure of the arcade. We conducted several simula-

tions with varying values of di as fractions of LCL0 for

the purpose of a convergent study. The adopted values

for di investigated were di/L
CL
0 = 1/5, 1/10, 1/20, and

1/30 while the grid resolution within one di length span

remained the same. We observed nearly identical be-

havior across simulations performed in the convergent

study, the results of which are detailed in §3.2. There-

fore we feel confident that artificially increasing di has a

minimum effect of the qualitative behavior of the arcade

evolution as long as l0 � di.

We use the same values for the normalizing constants

n0, v0, and B0 as those used in Choe & Lee (1996a,b).

The magnetic field B is normalized by B0 = 50 G rep-

resenting the maximum magnitude of Bz at the base.

The ion and electron number densities are both normal-

ized by n0 = 1.0×109 cm-3 which is the assumed proton

number density at the photosphere. The bulk velocities,

vi and ve, are both normalized by v0 = 3.4× 108 cm s-1

representing the Alfvén speed at the base. While the ion

and electron temperatures, Ti and Te, are both normal-

ized by T0 = 2.0×106 K. The gravitational acceleration

g = −g(z)ẑ is a function of the vertical coordinate z

taking the form

g(z) =
4πGM�

(R� + z)2
= g0

R2
�

(R� + z)2
, (12)

where G is the gravitational constant, M� is the solar

mass, R� is the solar radius, and g0 = 2.7 × 104 cm

s-2 is the surface gravity of the Sun. Finally, g is then

normalized by v20/di.

Numerical studies of coronal magnetic arcade shear-

ing usually prescribe symmetrical initial conditions and

boundary conditions for all physical variables, especially

for the magnetic arcade and the imposed shearing pro-

file. In a MHD study of magnetic arcade shearing, it is

only necessary to simulate the half of the domain on

one side of the magnetic neutral line (x = 0), since

the plasma’s motions will be symmetric about this line.

However, in a two-fluid simulation consisting of charged

particles with different masses, symmetric motions of

the ions and electrons are not guaranteed across the

magnetic and shearing neutral line due to symmetry

breaking of the static electric field. With this being the

case, the computational domain employed in the study

consists of the entire corona on both sides of the neu-

tral line. We employ a square computational domain

{(x, z)| − 80α ≤ x ≤ +80α, 0 ≤ z ≤ +160α} with a

uniform gridding consisting of (240α + 5) × (240α + 5)

mesh points, where α ≡ LCL0 /di is the length scaling

ratio between the normalized di and the fixed length

scale used by Choe & Lee (1996a). The governing equa-

tions are solved to fourth-order accuracy in both space

and time using a 5-point central differencing and fourth-

order Runge-Kutta integration algorithm. This explicit

scheme ensures that the transmission of information

throughout the computational domain at all character-

istic wave speeds is included in the numerical solutions.

2.2. Initial and Boundary Conditions

The simplest initial state of the plasma assumes charge

neutrality and hydrostatic equilibrium within the so-

lar corona. From the governing equations, these con-

ditions take the form ∇pi = nig, ∇pe = me

mi
neg,

ni(z, t = 0) = ne(z, t = 0) = nt=0(z), vi = 0, and

ve = 0. Since the overwhelming majority of mass that

must be supported against gravity comes from the ion

fluid, the initial density profile of both the ions and elec-

trons is derived from the hydrostatic equilibrium equa-

tion for ions, i.e., ∇pi = nig. The densities are derived

while assuming that the initial temperature profiles of

both the electrons and ions are both uniform in space

with the initial ion temperature set to Ti = 2.0 × 106

K and the initial electron value set to half that value,

Te = 1.0×106 K. This produces the same initial density

profile employed by Choe & Lee (1996a). We assume

a slightly lower value for the initial electron tempera-

ture from observations (Landi 2007). Unless we chose

an unrealistically low initial electron thermal tempera-
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ture, the magnitude of the initial electron pressure force

derived from the ion density profile is greater than the

magnitude of the gravitational force. To satisfy the

initial equilibrium in the electron momentum equation,

the pressure and gravitational terms are replaced with
mi

me
∇pe → mi

me
∇p̃e and neg → ñeg, respectively, where

p̃e = pe−pt=0
e and ñe = ne−nt=0

e , therefore the accented

quantities represent the perturbed values from the ini-

tial equilibrium values. This setting gives the freedom to

select any electron temperature while still maintaining

charge neutrality.

The initial state of the fields are assumed to be force-

free with the initial electric field set to E = 0 while

the initial flux function is chosen to produce a purely

potential magnetic field, i.e., ∇2ψ = 0, with no initial

toroidal magnetic component By. We use the same po-

tential dipole flux profile as Choe & Lee (1996a) but

transformed into our scaling depending on the adopted

value of di. The initial normalized potential profile be-

comes

ψ(x, z, t = 0) =
8α2

√
3

(z + α
√

3)

x2 + (z + α
√

3)2
, (13)

where α ≡ LCL0 /di. From this flux profile, the maxi-

mum strength of the normal magnetic field at the bot-

tom boundary, |Bz|, is located at x = ±α, matching the

same dimensional length span as Choe & Lee (1996a)

and is equal to unity, corresponding to the value B0 = 50

G. The initial magnetic and pressure profiles produce a

plasma beta of β = Ptot/(B
2/2) = 4.2 × 10−3 at the

base. We also note as Choe & Lee (1996a) has that

without gravity the plasma β would become too large

in the upper regions of the domain to satisfy a low-β

corona.

The Runge-Kutta integration requires that the time

variation of variables be extraneously specified at the

boundaries. For simplicity, the upper boundary and the

two lateral boundaries are approximated by a zeroth-

order extrapolation for all incremental time variations

of the variables except ψ (and therefore Bx and Bz).

Analytically, this takes the form

∂(∆φi)
t

∂x⊥
= 0, (14)

where φi represents all variables at both the two lateral

boundaries and the top boundary (excluding ψ, Bx, and

Bz), x⊥ is the coordinate variable normal to the partic-

ular boundary, and (∆φi)
t is the incremental time vari-

ation of φi at each time step. While the flux function is

updated at the boundaries using the governing equation

∂ψ/∂t = Ey.

At the bottom boundary, we also use the same shear-

ing profile employed by Choe & Lee (1996a), except

transformed into our length scale, and apply it to both

the ions and the electrons. The normalized shearing

profile is given by

viy(x, z = 0, t) = vey(x, z = 0, t) = fy(t)Vy(x), (15)

where

Vy(x) =
1

α
Vy0x exp

[
1

2
− 1

2

(x
α

)2]
(16)

and

fy(t) =

{
t/tr if 0 ≤ t ≤ tr;
1 tr ≤ t.

(17)

This shear velocity profile is antiparallel across the neu-

tral line (x = z = 0) and is linearly increased from zero

to its full value in tr = 60α. Also it is worth noting

that the shear velocity extrema are located at the nor-

mal magnetic field extrema at the base. This profile is

used for all cases in this study.

No converging flow is assumed in the current simu-

lation and the x-components of the ion and electron

velocities are set to zero, i.e., vix = vex = 0. In the

denser photosphere, we assume that the heavier ions are

constrained to have no vertical motions at the bound-

ary (viz = 0), while the lighter, more mobile, electrons

are allowed to exercise vertical motion under the free

boundary condition given above. This free boundary

on the electron’s vertical motions is assumed out of ne-

cessity since it seems to suppress unphysical waves in

the electric field that would otherwise emanate from the

bottom boundary into the computational domain. The

time evolution of the ion energy is determined based on

the time derivative of this shearing flow while assuming

that the ion pressure in the boundary layer remains un-

changed. The free boundary condition is applied to the

electron energy, matching its vertical motion condition.

The densities, ni and ne, are set to be constant in time

and equal to the initial value n0. The shearing motion

imposed at the bottom causes the fluid elements to move

a distance

ζ(x, t) ≡
∫ t

0

fy(t′)Vy(x, t′)dt′, (18)

after a time t. Since the ion and electron motions are

synchronized at the bottom boundary and assuming an

ideal, non-resistive plasma, it holds that the arcade foot-

points move tightly with the fluid elements, therefore

the half-distance between two conjugate footpoints, Y ,

obeys |ζ| = |Y |. While the maximum shear obtained at

time t is

ζm(x, t) = Vy0

∫ t

0

fy(t′)dt′. (19)
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Sketches of the initial system and the motions due to

the shearing profile can be seen in Figure 1.

The electric field components are updated based on

the ideal Ohm’s law, E + ve × B = 0, derived from

the electron momentum equation and taking the limit

as me → 0 and ignoring Hall and diamagnetic terms.

The horizontal and normal electric fields, Ex and Ez,

are updated directly at every time step by substitut-

ing the shear velocity, vey, and vez into the ideal Ohm’s

law. Despite the electrons performing vertical motions,

we tactically assume that Ey remains zero at the base;

corresponding to this condition, ψ remains unchanged in

time. With unchanged ψ at the bottom boundary, Bz
also remains unchanged in time. This constraint is con-

sistent with observations since the normal component of

the photospheric magnetic field remains constant dur-

ing eruptive events, like CMEs and flares (Forbes 2000).

x

y

z
(a)

x

y

z
(b)

Figure 1. The sketch (a) represents the initial system of
a magnetic arcade that is homogenous along the magnetic
neutral line collinear with the y−axis. The schematic (b) il-
lustrates a single arcade field line before (dotted curve) and
after (solid curve) its conjugate footpoints have moved each
a distance |Y | = |ζ| from the x-axis, where ζ is the shearing
distance of the photospheric fluid elements. In the x-y plane,
the large black arrows (a) reference the direction of shear-
ing on each side of the neutral line and the dashed curve
(b) represents the shearing profile of the arcade footpoints.
The gray opaque box co-planar to the x-z plane represents
the computational domain of the simulation. Note that the
shearing profile has been enlarged for clarity.

The Bx component is updated using one-sided differenc-

ing of ∂2Bx/∂z
2 = 0 at the bottom boundary since it

produces more stable results than updating Bx by its

governing equation.

The sheared magnetic arcade is described by the pro-

file of the its toroidal magnetic field, By, which signifi-

cantly affects the global evolution of the arcade. The

best method to update By may be to apply a field

line tracing algorithm that traces a field line from its

footpoint moving distance, Y , up to the vertical plane

(x = 0) and incrementally changing its value depend-

ing on whether the field line passes through the plane

prematurely or otherwise as in MHD simulations by

Steinolfson (1991). Perhaps owing to the fact that the

horizontal and normal electric fields are updated directly

from the known shear profile, quality numerical results

are obtained for By by merely using one-sided differenc-

ing of ∂By/∂z = 0 at the bottom boundary.

3. NUMERICAL RESULTS AND DISCUSSION

In this section, numerical results based on the ideal

two-fluid model described in the preceding section are

presented and discussed. In the first subsection, we

present the results of a representative case that exhibits

characteristics and features that are seen to be quali-

tatively general across broad regimes of four different

parameters for simulations undertaken. In the second

subsection, results from parameter studies are presented

and their results discussed in relation to the representa-

tive case. For the representative case and the first three

parameter studies, we adopt the normalized value for

the ion inertial length as di/L
CL
0 = 1/5.

3.1. Representative Case

The remaining parameter to be selected is the max-

imum shear speed at the base, Vy0. In Choe & Lee

(1996a), they performed simulation runs using two dif-

ferent shear speeds, 0.01v0 and 0.001v0, which corre-

sponds to the dimensional speeds 34 km s-1 and 3.4

km s-1, respectively. For the representative case in this

subsection, we selected the intermediate value Vy0 =

0.005v0; in addition, a simple parameter study for the

maximum shear velocity is undertaken and its effects on

the simulation results are summarized in the following

subsection.

Figure 2a shows a magnified view of the initial dipole

magnetic field and the initial density profile where the

red dashed line represents the polarity line (x = y = 0)

of the arcade collinear with the z-axis. The repre-

sentative case simulates up to a maximum shear of

ζm = 31.00di(= 6.2LLC0 ) and the evolution of the field

configuration remains very similar to that observed in
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Choe & Lee (1996a). Figures 2b and 2c exhibit the mag-

netic field (black lines) superimposed on color density

plots of the toroidal electron current density, −Jey.

Initially, the magnetic topology evolves in a self-

similar fashion as the entire arcade undergoes an out-

ward expansion. At ζm & 20di, the self-similar ex-

pansion of the magnetic field ceases as it begins to ac-

quire stronger vertical motions in the central region with

the inner field lines becoming stretched vertically and

pinched laterally above the points of maximum normal

magnetic field, |Bz|, and maximum shear velocity re-

versing the local field curvature vectors. Consequently,

the toroidal electron current density −Jey also pinches

and migrates upwards along the polarity line and is in-

dicative of the first stages of a growing current layer

with finite width at the central region of the arcade.

With the ever-growing arcade footpoint shearing, the

feet of the electron current layer remain bifurcated at

the base. Choe & Lee (1996a) categorize a current layer

for their simulations at a maximum shear of ζm ∼ 35di
in our length scale. In their second paper, Choe & Lee

(1996b), ζm = 30di is found to be a critical value for

which any smaller value of shear does not produce mag-

netic reconnection in the strong current layer region re-

gardless of resistivity strength. It is also evident that

the electron motions strongly flow along the field lines.

Comparatively, the motions of the ions (not shown) are

more complicated and exhibit anti-symmetric behavior

about the polarity line. The strongly line-tied motion of

the electrons that is observed is taken as evidence that

the current gridding is sufficient enough to resolve both

the different ion and electron motions separately despite

having inadequate resolution for the electron skin depth,

de/di =
√
me/mi.

Beyond the confines of the inner field and current layer

regions, a conspicuous difference in the two-fluid simula-

tions emerges compared to the MHD studies mentioned

previously. The difference manifests as a strengthen-

ing wave that evolves into a shock that separates the

outwardly flowing plasma and the unperturbed plasma.

Figure 3 shows the vertical ion velocity for different val-

ues of ζm. This is where the current study diverges

from the simulations by Choe & Lee (1996a). In the

early stage as shown in Figure 3a, there is no notice-

able formed discontinuity. At ζm = 18di (see Fig. 3b),

a discernible arching discontinuity is clearly visible in

the front of the outflow with the maximum speeds of

the ions, electrons, and discontinuity all exceeding the

local ion sound and Alfvén speeds, V iS =
√
γkbTi and

V iA = B/
√
ni, as viewed in the rest frame. Finally, in

Figure 3c, the strength of the discontinuity in the ver-

tical ion velocity has saturated to its maximum value
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Figure 2. (a) Initial potential magnetic field profile (black
lines) superimposed on a color contour plot of the initial
electron and ion density profiles, where the polarity line is
referenced by the dashed red line and is collinear with the
z-axis. (b) and (c) are snapshots of the magnetic field (black
lines) and the toroidal electron current density −Jey for dif-
ferent values of the maximum shear ζm.

for the entire simulation and the upstream and down-

stream regions are clearly separated. The black curve
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is a single magnetic field line and is plotted to illus-

trate that the discontinuity motions are very nearly per-

pendicular to the local magnetic field, especially above

the neutral line. The local electron sound speed and

Alfvén speed are much faster compared to the ion’s

characteristic speeds, since the ratio between them is

dependent on the mass ratio mi/me whose normalized

quantities are defined as V eS ≡ (mi/me)
1/2
√
γkbTe and

V eA ≡ (mi/me)
1/2B/

√
ne. Despite the electron motions

always remaining sub-sonic and sub-Alfvénic, the dis-

continuities still form.

In order to classify the propagating discontinuity, we

perform “in-situ”-like observations of the various phys-

ical quantities (see Fig. 4) as the discontinuity passes

through the point (0, 675) directly above the origin af-

ter the ion fluid velocity begins propagating beyond its

local sound and Alfvén speeds in the rest frame. The

physical quantities are continuously recorded at this spe-

cific reference point because it is easier to analyze their

time variations and differentiate between the upstream

and downstream behaviors. The analysis would become

cumbersome if snapshots of the variable profiles were

recorded instead since the initial magnetic and density

profiles are highly nonuniform. This location for per-

forming the in-situ observations is chosen since the dis-

continuity rotation angle, the angle between the normal

direction of the discontinuity surface and the z-axis, is

θR = 0◦ thereby simplifying the analysis; meanwhile the

discontinuity normal angle, θN = |arctan(BT /BN )|, is

approximately 90◦ since BT � BN corresponding to a

perpendicular discontinuity, where BT and BN refer to

the tangential and normal magnetic fields with respect

to the discontinuity surface, respectively. Note that the

physical quantities in Figure 4 are all observed in the

rest frame.

For the duration of the observations taken in Figure

4, the average propagation speed of the discontinuity

along the polarity line is observed to be vp = 0.113v0.

We introduce the curly bracket {φ} = φD − φU to de-

note the jump of a variable φ between the upstream

(subscript U) and downstream (subscript D) regions.

Typically, one would analyze the jumps by transform-

ing into the de Hoffmann-Teller frame (de Hoffman &

Teller 1950), however this frame of reference does not

exist for purely perpendicular discontinuities. There-

fore, the analysis is performed by transforming into the

normal incidence frame of the discontinuity, which is the

frame of reference that is co-moving with the discon-

tinuity surface normal collinear with the z-axis. After

transforming into this frame of reference, it is evident at

the discontinuity that {ni} 6= 0, {ne} 6= 0, vNi 6= 0, and

vNe 6= 0, where vNi and vNe are the ion and electron ve-
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Figure 3. The evolution of the discontinuity in the ion’s ver-
tical motions. A snapshot of the pre-shock formation stage is
seen in (a), by (b) a discernible strong MHD fast-like shock
has formed, and finally by (c) the shock strength has peaked
to its maximum value for the simulation.

locities normal to the discontinuity surface, respectively.

Consequently, the discontinuities seen in this study do

not correspond to either contact, rotational, nor tangen-

tial discontinuities but are consistent with shocks, since

shocks are classified by both fluid velocity and a density
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Figure 4. Pertinent plasma and field values continuously
observed at zalt = 675di versus time with the discontinuity
passing through this altitude at approximately t = 5960t0.
The upstream and downstream regions are easily distinguish-
able.

jump, i.e., compression, across the discontinuity surface.

This frame co-moving with the discontinuity will now be

referred to as the shock frame.

Shocks and discontinuities are analyzed based on

jump conditions obtained from conservations laws. In

MHD theory, the shock jump conditions are defined by

the MHD Rankine-Hugoniot relations, while analogous

jump conditions have also been derived for theories of

two-fluid plasmas in certain limits by both Sen & Spero

(1967) and Woods (1969). We adopt jump conditions

modified from our governing equations in the perpen-

dicular limit as θN = |arctan(BT /BN )| ≈ 90◦, since

BN ≈ 0. The pertinent jump conditions are

{nivNi } = 0, (20)

{nevNe } = 0, (21)

{ni(vNi )2 + Ptot +
B2
T

2
} = 0, (22)

{ET } = {vNe ×BT } = 0, (23)

where Ptot is the sum of the ion and electron pressures.

Equation (22) is derived by the usual limiting pillbox

volume integration of the sum of the ion and electron

momentum equations across the discontinuity after first

multiplying the electron momentum equation with the

ratio me/mi and then taking the limit me/mi → 0. All

gravity terms are ignored.

To compare the numerical results observed in this sim-

ulation to the theoretical values predicted by the jump

conditions, we define the errors between the numeri-

cal results and theoretical results as |φD − φ∗|/|φD|,
where φD represents the numerical downstream value

of a particular variable and φ∗ is the downstream fit-

ted value calculated purely from the upstream quanti-

ties based on the jump conditions. It should be noted

that only the coplanar variables are analyzed, i.e., x-

and z-component variables that are in the simulation

plane. The results of the analysis are tabulated in Table

1 and it is evident that the observed downstream quanti-

ties fit fairly close to their predicted values. Meanwhile,

the downstream and upstream values of vTi , vTe , ET , and

BN do vary across the shock. However, their magnitudes

and variances remain many order of magnitudes smaller

than the pertinent variables for a perpendicular shock

easily satisfying (vTi , v
T
e , ET , BN ) � (vNi , v

N
e , EN , BT ),

therefore we feel confident ignoring these discrepancies.

Also, these discrepancies and the errors in the observed

and theoretical values could be contributed to the fact

that the observed shock is not a planar, zero-width,
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Table 1. The upstream and downstream values observed in
Figure 4 calculated in the shock frame with the downstream
fitted values calculated from the upstream quantities based
on the jump conditions.

Upstream Downstream Fitting Error

ni (10−4) 0.555 1.08 1.12 3.7%

ne (10−4) 0.555 1.08 1.13 4.6%

vNi −0.113 −0.056 −0.058 3.6%

vNe −0.113 −0.053 −0.058 9.4%

BT (10−4) −2.95 −5.25 −5.74 9.3%

Ptot (10−7) 1.15 3.61 3.90 8.0%

steady-state discontinuity assumed in the theoretical

model. In our simulations, the shock has a finite width

and is not stationary nor in steady-state, but constantly

propagating in an initially nonuniform magneto-plasma.

In the shock frame, the flow speed into the shock from

the upstream is greater than the flow speed out of the

shock into the downstream; this is clear from Table 1.

Viewed in the rest frame, the shock wave is propagating

faster than both the upstream and downstream veloc-

ities. Regardless of which frame the shock is viewed,

there is always flow across the shock. This shock wave

observed in Figure 4 is propagating well beyond the up-

stream ion sound and ion Alfvén speeds with respective

Mach numbers clocked at MS = 2.35 and MA = 3.32,

where a Mach number refers to the ratio of the upstream

flow into the shock versus a particular upstream char-

acteristic speed as viewed in the shock frame. In the

perspective of MHD, perpendicular shocks only produce

fast mode shocks. In the perpendicular limit, the MHD

fast mode phase velocity becomes vfm =
√
V 2
S + V 2

A and

takes on the value vfm = 0.061v0 at z = 675di, where

we are assuming that VS and VA refer to the local ion
sound and Alfvén speeds, respectively. Viewed from the

shock frame, it is clear that both the ion and electron

upstream velocities exceed vfm or, equivalently, viewed

in the rest frame the shock wave is propagating beyond

vfm. Finally, since there is compression and fluid flow

across the discontinuity surface, the jump conditions are

adequately satisfied, and vp > vfm, we conclude that the

discontinuity observed is a propagating fast-like shock

driven by the motions at the base.

We begin analyzing the forces acting on the expanding

wavefront at ζm = 5.0 since for earlier times the wave

has not reached a sufficient altitude for it to be easily

distinguished from the stronger plasma motions near the

base. Evidently from Figure 5, the forces acting on both

the electron (see Fig. 5a) and ion (see Fig. 5b) fluids

that propels the strengthening of the wave into a shock

are quite different.
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Figure 5. Plots of the extrema values of the forces acting on
the electrons (a) and ions (b) measured at the wavefront as a
function of maximum shear ζm. Gravity is not plotted due to
its minimal effect as the wavefront moves to higher altitudes.
The net forces (black dashed lines) are also plotted. Plot (c)
shows the maximum values of the ion and electron vertical
velocities as viewed in the rest frame where the green + is
the point where the ion vertical velocity exceeds the elec-
tron’s vertical velocity; while the black curve is the vertical
propagation velocity of the wave calculated from numerical
derivative of the wavefront’s position.

Initially the electrons are mainly accelerated upwards

by the magnetic pressure from the ne(ve × B) Lorentz

term while the net thermal pressure provides a smaller

fraction of the upward acceleration. Meanwhile, the
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magnetic pressure force experienced by ions is nearly

two orders of magnitude smaller. The lighter electrons

being line-tied move tightly with the expanding arcade

propelled by the magnetic pressure, while the heavier

ions do not move directly with the arcade and show signs

of slight slippage. This difference in motion as the elec-

trons slip past the slower ions in a stratified atmosphere

produces a growing charge separation that gives rise to a

locally strong electric field. Snapshots of the charge sep-

aration in the pre- and post-shock formation stages can

be seen by the profiles of the net charge (ni − ne)/n0
along the polarity line (z-axis) for three different val-

ues of ζm in Figure 6. The discontinuity wavefront is

strongly saturated by electrons followed by the lagging

ions below and this behavior is seen at all times in the

simulation. This alternating electron and ion rich re-

gions gives rise to nonlinear behavior in the net charge

further below. As this charge separation in the electrons

and ions grows, so too does the local electric field and it

is this electric field that provides the bulk of the upward

acceleration of the ions in this shock formation stage and

acts as a moderating force against the electrons.

The propagation speed of the growing discontinuity

wave exits the inner arcade at vp = 0.136v0 and grad-

ually decelerates approximately to vp = 0.100v0 before

accelerating to a steady value averaged at vp = 0.113v0
for the rest of the simulation. The initial local Alfvén

velocity decreases with increasing altitude while the ini-

tial sound speed is uniform throughout the computa-

tional domain due to the assumed uniform initial tem-

perature. Therefore, as the wave propagates into higher
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Figure 6. Superimposed net charge density profiles for three
different values of maximum shear ζm along the polarity line.
The superposition is aligned by the point z0 which corre-
sponds to the altitude of the maximum net charge at the
discontinuity for that particular value of ζm. It is clear that
the discontinuity is always preceded by a greater saturation
of electrons.

regions of the corona, its velocity simultaneously reaches

to and then eventually surpasses the phase velocity of

the MHD fast mode. For this simulation, the discontinu-

ity wave is observed surpassing vfw at ζm = 9.8di where

in dimensional units the characteristic speeds at the dis-

continuity locale are V iS = 165 km s-1 and V iA = 289 km

s-1 with the discontinuity propagation speed clocked at

vp = 332 km s-1 at an altitude of z = 240di. The wave

is now classified as a propagating fast-like shock.

The shock wave continues to strengthen as it prop-

agates into an increasingly tenuous plasma. By ζm ≈
15di, the local electron and thermal pressures become

the forces providing the bulk of the upward accelera-

tion as the shock begins to strongly ram the unper-

turbed plasma in the upstream region. As the shock

propagates into higher altitudes, the thermal pressure

forces strengthen as it rams into the tenuous plasma.

The local upward ion speed surpasses the local up-

ward electron speed for the first time at ζm = 17.4di
(see Fig. 5c). This point corresponds to an inflection

point where the strengthening of the electric field be-

gins to decelerate. Then, the ions in the downstream

in the wake of the shock reach super-Alfvénic speeds at

ζm = 19di as viewed in the rest frame, where shortly

afterward the electric forces acting on the ions and elec-

trons reach their extrema values for the entire simula-

tion. The weakened electric field also weakens the ram-

ming against the unperturbed plasma and the thermal

pressure also reaches a maximum subsequently.

Finally, for ζm > 20di, the shock propagation speed

is no longer accelerating and the electric and thermal

pressure forces have reached their extrema values for

the entire simulation. Afterward, their absolute magni-

tudes begin to saturate to reduced values, however, the

shock strength continues to increase slightly as the shock

carries on propagating through the increasingly tenuous

atmosphere.

The shock and the expanding arcade affect the ther-

modynamic evolution of the system. The global ion tem-

perature profiles in the simulation plane are recorded in

Figure 7a and 7c for ζm = 11.25di (a) and ζm = 24.00di
(c), respectively, and are ratioed to the initial ion tem-

perature, Ti0. The electron temperature profile is quan-

titatively similar, except in the very low regions of the

arcade where the electrons experience greater heating.

Above this lowest region of the arcade, there are two dis-

tinct zones similar for both the ion and electron fluids.

The first zone (solid line contours) corresponds to heat-

ing by the shock as it rams and then passes through the

initially stationary plasma. For a perpendicular shock,

like the one seen in this simulation, the shock propagates

across the magnetic field lines and compresses both the
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Figure 7. The ion temperature profiles (a, c) with corresponding contour lines and the ion density profiles (b, d) for ζm = 11.25di
and ζm = 24.00di ratioed to the initial ion temperature and density profiles, respectively. For the temperature plots, solid contour
lines demarcate the heated zone and dashed contour lines demarcate the cooled zone. The ions and electrons both experience
strong heating and compression at the shock surface.

plasma and the magnetic field, hence the coupled de-

pendence on both VS and VA. It is clear that around

the lip of the shock in Figure 7b and 7d that the ion

density ratio reaches a local maximum corresponding to

this compression. For strong shocks, the compression in

the transition region is so abrupt that the system cannot

be considered in a succession of equilibrium states but

refers to an irreversible process, i.e., an increase in en-

tropy, with dissipation of energy in the form of heating

(Sears 1953). The maximum heating seen at the shock

in Figure 7c corresponds to an approximate increase of

the ion temperature in real terms by 1.4 million Kelvin.

At first glance it might appear that this observed shock

could provide an explanation for the coronal heating

problem, since this global heating and the expanding

shock are produced merely by closed field lines shuffling

at the photosphere which occurs regularly on the sun.

Yet, the heating is eventually extinguished by the sec-
ond zone (dashed line contours) which trails the first and

represents an inflating zone of cooling. This decrease in

temperature is also seen in simulations by Steinolfson

(1991) where the adiabatic cooling is generated by the

rapid expansion of the magnetic arcade and the plasma

in the lower portions of the arcade.

Lastly, it is worth commenting on the local ion and

electron heating at the shock (see Fig. 8). Initially,

the heating experienced by the electrons is only slightly

greater than that experienced by the ions. However,

at ζm = 18di and right after the vertical ion velocity

exceeds the electron vertical velocity, the two heating

ratios begin to diverge in favor of the ions. This pref-

erential heating of the ions results in a 6.7% greater

heating ratio compared to the electrons with respect

to their initial temperatures by the end of the simu-
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lation. Observational modeling by Kasper et al. (2017)

have shown that the zone of preferential ion heating ex-

tends from the transition region out to ∼20−40 R� from

the Sun. In addition, the dissimilar heating of different

ion species in the solar corona may provide important

evidence for determining the heating mechanism(s), of

which there are many speculated (Cranmer & van Balle-

gooijen 2003; Isenberg & Vasquez 2007; Zimbardo 2010;

Artemyev et al. 2014), since there are statistical indica-

tions that the heating produces both mass-proportional

and super-mass-proportional temperatures. Directly re-

lated to the results of the present simulation, Lee et al.

(1986) and Lee & Wu (2000) have proposed a mecha-

nism for the heating of protons and minor ions by fast

shocks. They argue that protons and minor ions may

be heated by multiple subcritical shocks (MA . 3) pro-

duced by the eruptions of current sheets by microflares

or stronger impulsive events before reaching a significant

altitude in the corona and give rise to mild temperature

anisotropies for protons. Their results also indicate that

proton and ion heating is dependent on the mass/charge

ratio due to the existence of a jump in the electric po-

tential ∆φ at the shock ramp. The results in the present

paper provide evidence that fast-like shocks and subse-

quent preferential ion heating can occur without relying

on eruptive current sheets. The observed preferential

ion heating seen in the present simulation is undoubt-

edly dependent on the electric field and begins to occur

near the point where the electric and thermal pressure

forces experienced by the ions reach their maximum val-

ues. However the exact dynamics are complicated to

analyze and would be better investigated using kinetic

simulations.

3.2. Parameter Studies

Four parameter studies are undertaken in this subsec-

tion. The first study analyzes the effect the maximum

shear speed Vy0 has on the evolution of the system. The

following two studies examine the effects the two-fluid

plasma ratios, namely, the ion to electron mass ratio

mi/me and the speed of light to the base Alfvén speed

ratio c/v0, have on the formation and characteristics of

the shock. The last study is performed as a convergence

test demonstrating that the chosen normalized value of

di determined by varying di/L
CL
0 does not affect the

formation and the speed of the shock as a whole.

The values of the maximum shear velocities used

in the first parameter study range from 0.00625v0 to

0.00125v0 and the two smallest values used, 0.0025v0
and 0.00125v0, put us well within the order of magni-

tude range of true photospheric shuffling speeds. All

other variable values are kept the same as those used
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Figure 8. The ion (green) and electron (magenta) tem-
perature ratios calculated at the shock as a function of ζm.
The ratios are calculated with respect to the initial ion and
electron temperatures.

in the representative case. Plot (a) in Figure 9 shows

both the ion (solid lines) and electron (dashed lines)

temperature ratios at the wavefront while the plot (b)

exhibits the propagation velocities of the waves, vp, for

each of the shearing speeds adopted calculated along the

z-axis. The most stark result from this study is that re-

gardless of the maximum shearing speed applied, the

propagation velocities of the waves along the z-axis be-

fore they exit the inner arcade are very nearly the same

and then gradually begin to diverge relative to the max-

imum shearing speed applied for that simulation. This

result is intriguing since the Poynting flux energy prop-

agating into the computational domain from the base is

proportional to the shearing speed. One might expect

that the wave’s propagation velocity would be directly

proportional to the amount of energy driven into the

system. This inconsistency can be explained by not-

ing that even though the propagation velocity for all

waves are approximately the same as they exit the inner

region, the strengths of the discontinuities are propor-

tional to the maximum shearing speed. Plot (a) in Fig-

ure 9 exhibits this point. Slower shearing speeds produce

weaker heating effects which can be viewed as a proxy

for a shock’s strength. Therefore, slower shearing speeds

produce weaker discontinuities and shocks with weaker

compression at the wavefront between the upstream and

downstream plasma. Lastly, it should be noted that the

downstream velocity is also related to the strength of

the shock. For the simulations of the two slowest shear

speeds, the downstream velocities for the ions coming

out of the shocks never exceeded the local Alfvén speed

as viewed in the rest frame, but the propagation veloc-



14

ities of the waves for all simulations eventually surpass

vfm. The times where vp just reaches the local vfm is

indicated by the crosses in the top plot of Figure 9.

For the mass ratio tests, the adopted value for the

maximum shear speed is also that used in the repre-

sentative case in §3.1. Figure 10 shows the influence of

different values for the mass ratio mi/me have on the

strength of the extrema values and the spatial widths of

the net charge profiles at the shock after it has formed

taken at ζm = 17.25di. Figure 10a illustrates that the

widths between the net charge extrema always vary by

only about two ion inertial lengths in the current grid-

ding regardless of the value of the mass ratio. Figure

10b plots the magnitudes of the extrema values and the

magnitudes adhere to a nearly linear relationship in the

mass ratio. As the magnitude of the charge separation

increases so too does the local strength of the electric

field. Meanwhile, the mass ratios do influence the speeds

of the shocks before saturating to their steady values
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Figure 9. The ion (solid lines) and electron (dashed lines)
temperature ratios at the wavefronts (a) and the velocities
of the waves (b) calculated along the z-axis for 5 different
values of the maximum shearing speed applied at the base.
The crosses indicate the times the discontinuities have just
reached the MHD fast mode velocity, vfm, for that simula-
tion.
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Figure 10. Plot (a) shows the net charge profiles (ni −
ne)/n0 for simulations with different values of the mass ratio
mi/me after the shock has formed in each simulation. The
profiles are all aligned by the point z0 representing the zero
value between the net charge extrema. The magnitudes of
the extrema values for the net charge are plotted in (b) and
show that the magnitudes are linearly dependent on mi/me.

and simulations with lighter electrons produce moder-

ately faster moving waves. By the time the shock has

saturated, the altitude achieved by the mi/me = 81 sim-

ulated shock is nearly 5% higher compared to the shock

observed in the mi/me = 9 simulation, while the ratio of

total mass between the mi/me = 9 simulation and the

mi/me = 81 simulation is 9.8%. This effect is likely due

to the greater saturation of electrons at the wavefront for

larger values of the mass ratio. The larger accumulated

electron density in the wavefront produces a stronger

static electric force to accelerate the ions which would

altogether be nonexistent in a purely MHD simulation.

For the third parameter study, we comment on the

effects the speed of light to the base Alfvén speed ratio

has on the formation of the shocks. The adopted test

values are c/v0 = 10, 20, and 30 with Vy0 and mi/me
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Figure 11. Snapshots of the discontinuities in the ion’s vertical motions, viz, for (a) di/L
CL
0 = 1/10 and (b) di/L

CL
0 = 1/20

after the shock has formed. The shock front recorded for di/L
CL
0 = 1/20 is more abrupt than for the larger di case seen in (a).

The length scale is normalized by LCL
0 instead of di.

set to the same values used in the representative case.

It is observed that the ratio c/v0 does not have any no-

ticeable effect on the propagation speed of the discon-

tinuities and shocks. However, c/v0 does have an effect

on the charge separation at the discontinuity, while si-

multaneously showing no strong effect on the strength of

the electric field – the main accelerator for the ion fluid

in the lower altitude regions. The weakened charge sep-

aration can be attributed to the varying response time

that the plasma has to respond to disturbances, defined

by tD = λD/vth = 1/ωpe and after normalization is pro-

portional to tD ∝ 1/(c/v0), where λD and vth are the

Debye length and electron thermal velocity, respectively,

defined in the usual sense. If the plasma experiences a

perturbation, the plasma will react in a characteristic

time tD. As seen in the simulations for this parameter

study, the plasma reacts more quickly to perturbations

in the charge separation and as a result the accumulated

net charge at the discontinuity is lower for larger values

of the speed of light, since tD has an inverse dependence

on the ratio c/v0. Meanwhile, in the simulation’s com-

putational scheme, Gauss’s law takes on the normalized

form ∇ · E = (c/v0)2(ni − ne). The reduced strengths

of the charge separation observed in the simulations are

of the same order of magnitude as the inverse of the

adopted value of (c/v0)2. Therefore, the variances in

(c/v0)2 and (ni − ne) nullify one another and the diver-

gence of the electric field remains unchanged regardless

of the adopted value of c/v0.

In the final parameter study, the formation and char-

acteristics of the discontinuities and shocks are inves-

tigated for their dependence on the normalized ion in-

ertial length by varying the ratio of di to the Choe &

Lee (1996a,b) arcade length scale, LCL0 . The values of

this ratio adopted for this study were di/L
CL
0 = 1/5,

1/10, 1/20, and 1/30, while mi/me and c/v0 remained

the same with those adopted in §3.1. The resolution for

individual spans of di is kept constant for each simula-

tion and necessarily stipulates that the number of total

grid points scale by (di/L
CL
0 )−2. In order to reduce

the amount of computation time, the maximum shear

velocity applied was twice that adopted in the repre-

sentative case, i.e., Vy0 = 0.01v0 and the computational

domain was halved. The significance of this study is

to examine whether the artificially increased ion iner-
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Figure 12. Profiles of the ion’s vertical motions along the
z-axis recorded in simulations for varying di/L

CL
0 at two dif-

ferent values of maximum shear. The wave steepening is
greater for smaller values of di. The length scale is normal-
ized by LCL

0 .
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tial length di also artificially enhances the generation

of the propagating discontinuities and shocks discussed

previously. The downstream region of the shock remains

unchanged for different values of di/L
CL
0 except in the

immediate downstream as exhibited in Figure 11. Fig-

ure 12, which plots profiles of viz along the z-axis, il-

lustrates that in the immediate downstream regions the

width of the disturbance amplitudes trailing the shock

front are nearly proportional to the normalized value of

di. This is not an effect of having a higher resolution for

simulations with smaller dimensional values of di since

a convergence study for the di/L
CL
0 = 1/10 case with

triple the grid points showed the same behavior as the

di/L
CL
0 = 1/10 shown in Figures 11 and 12. In the im-

mediate downstream region, the amplitude of the trail-

ing disturbances is slightly greater with a comparatively

larger width among local maxima for greater values of

di. This seems to suggest that the charge separation

effects require a longer amount of time to manifest for

smaller values of di, however this does not have an effect

on the formation of the shock as a whole. In fact, Fig-

ure 12 shows that steepness or abruptness of the shock

discontinuity is greater for smaller values of di. As for

the speed of the shock, it remains nearly the same for all

cases undertaken with the slowest shock speed seen in

the simulation with the largest value of di. Meanwhile,

the compression and thermal ratios for each shock seen

in this study also were nearly universal across the sim-

ulations. The results of the current parameter study do

not indicate that di has a large effect on the formation

of the shock as a whole, except small varying qualitative

behavior in the immediate downstream region.

4. CONCLUSION

In this study, the dynamic evolution of a magnetic ar-

cade associated with photospheric shearing motions was

investigated by an ideal two-fluid (electron-ion) code.

The two-fluid numerical simulations produce conspicu-

ous differences compared to earlier ideal and resistive

MHD simulations beyond the inner arcade region with

the formation of a fast outwardly propagating wave that

eventually steepens into a shock. The decoupling mo-

tion between the electrons and heavier ions as the arcade

expands induces a growing charge separation and strong

electric field gradients in the front of the arcade mani-

fested by a larger saturation of electrons at the wavefront

followed by the lagging ions. The charge separation in-

duced electric field provides an additional force, along

with the magnetic and thermal pressures, that drive the

growth of an expanding wave that steepens into prop-

agating discontinuities in the plasma and field values

and provides the bulk of the ion acceleration in the ini-

tial stages. The propagation speed of this wave even-

tually exceeds the local phase velocity of the MHD fast

mode, vfm, and the observed discontinuities are clas-

sified as a perpendicular fast-like shock driven by the

shearing motions at the base that propagates across the

local magnetic field. The strong compression seen at

the shock front heats both the ion and electron fluids,

however trailing the shock wave this heating is eventu-

ally extinguished by cooling that is caused by the fast

adiabatic expansion of the magnetic arcade. Directly

after the vertical velocity of the ions exceeds that of

the electrons at the shock, preferential heating in the

ions is first observed. In addition, parameter tests indi-

cate that (1) the propagation speed of the shock is inde-

pendent of the maximum shear speed; (2) slower shear-

ing speeds produce weaker shocks with weaker adiabatic

heating; (3) the ion to electron mass ratio, mi/me, im-

pacts the strength of the charge separation linearly, but

has a moderate effect on the propagation speed; and

(4) the normalized value of the ion inertial length does

not affect the formation and the speed of the shock as a

whole.

The qualitatively similar behavior for all simula-

tions performed in the convergent study with varying

adopted values of di is taken as evidence that artifi-

cially increasing di to a computationally practical size

compared to the global length scale of the arcade l0
with l0 � di still maintains physical relatability and

authenticity for the evolution of a full-size magnetic

arcade structure. The simulations undertaken in this

study demonstrate that multi-fluid effects can affect the

global evolution of the corona driven simply by gradual

and steady local motions much more so than observed

in purely MHD simulations. This point is interesting

since the footpoint motions of magnetic structures tied

at the photosphere are dynamical so that the cumu-

lative multi-fluid effects of many magnetic structures

undergoing footpoint motions simultaneously could be

significant. Lastly, in a future study we plan to mod-

ify the current code to simulate for larger values of

maximum shear ζm and analyze the two-fluid evolu-

tion of the current sheet formation and the anticipated

magnetic reconnection in the central arcade region.
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