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Transport of particle beams in plasmas is widely employed in fundamental research, industry and
medicine. Among such fundamental research and applications, beam-plasma instabilities play a
significant role. Due to high inertia of ion beams, their transport in plasmas are usually assumed to
be stable. Here we report the formation and development of sausage instability and kink instability,
when studying the transport of intense proton beams in large scale plasmas by using a newly devel-
oped particle-in-cell simulation code. Simulation and analysis indicate the self-generated magnetic
fields, produced by movement of collisional plasmas, are the dominant drivers for such instabilities.
When analysing the instability growth rate and energy loss of injected proton beams, sausage insta-
bility and kink instability are found to be significantly determined by the injected beam densities
and energies. Our finding might find great applications in inertial confinement fusion researches and
also might be of interests to the laboratory astrophysical community.
PACS numbers: 52.35.Bj, 52.40.Mj

The transport of particle beams in plasmas is of great
research interests in foundamental research and applica-
tions, such as accelerator physics [1, 2], high energy den-
sity physics [3], inertial confinement fusion (ICF) [4] as
well as astrophysical shocks [5, 6] and cosmic rays [7, 8]
in space and astrophysical plasmas. Beam-plasma in-
stabilities play an important role, because of their great
varieties [9, 10] and also because they significantly influ-
ence the distribution and dynamics of the beams. For
specific applications, they certainly should be controlled,
for example, the fast ignition inertial confinement fusion
[11] and plasma wakefield acceleration [12, 13]. While for
some fundamental astrophysical research, instabilities by
themself are the essential research efforts. For example,
with the formation of astrophysical collisionless shocks
and energetic cosmic rays, supersonic flows generate elec-
tromagnetic fields through instabilities and particles can
then be accelerated to high energy cosmic rays [14–17].

As simulations of inertial confinement fusion or plasma
astrophysics are usually large in spacial and temporal
scales, for a long time, fluid approaches [18–22] have
dominated the research. Since fluid approaches can not
include micro-kinetic processes, like acceleration or de-
celeration of particles and kinetic instabilities, in recent
years, there was pressure to change the view of plasmas
from fluid to kinetic methods. Particle-in-cell (PIC) sim-
ulation method [23–27] has established itself as a state of
the art method in kinetic plasma physics. It is a compro-
mise between direct particle interaction, i.e. molecular
dynamics [28–30] or N-body method [31–33], and Vlasov
methods [34–36]. It has proven to be a valuable tool in
understanding many astrophysical phenomena from first
principles [37, 38].

PIC method is able to provide a great variety of infor-
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FIG. 1. (a) Schematic representation of the simulation model.
Plasma is uniformly distributed within the red dashed box
initially. Plane I and II are two positions where the beam
energy is measured. The black cuboids present the cells in
the simulation. (b) Beam transport with the self-generated
magnetic constraint. The red and blue surfaces stand for
the self-generated magnetic fields in x direction which are
respectively positive and negative. The green surface between
them is the proton beam density distribution.

mation of complex and dynamic systems. However, when
the densities of particle beams and plasmas differ by or-
ders of magnitude, e.g., the beam density is three orders
smaller than plasma density [39], direct PIC simulation of
beam-plasma interaction becomes very challenging. This
is because, when spacial and temporal scales are normal-
ized by low density particle beams, simulation of high
density plasma leads to significant numerical self-heating
and instabilities; when normalized by high density plas-
mas, simulation demands dramatically huge simulation
grids and time steps, which is currently an unaffordable
task for state-of-art super-computers. However, the in-
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FIG. 2. The distributions of beam densities and magnetic fields for proton beams with different densities at t = 12 ns. (a), (c),
(e) and (g) stand for the proton beam density (in unit of n0 = 1014 cm−3), with initial densities of 1× 1014, 1× 1015, 5× 1015

and 1 × 1016 cm−3 and injection energies of 0.4 MeV, respectively. Note, the corresponding current densities are 1.4 × 108,
1.4× 109, 7× 109 and 1.4× 1010 A/m2. (b), (d), (f) and (h) are connected magnetic fields.

teractions with large density difference widely exists in
astrophysical plasmas [5–8] and inertial confinement fu-
sion [4] researches. For example, in fast ignition inertial
confinement fusion [40], intense electron beams are pro-
duced by picosecond relativistic laser beams and then
injected into high density plasma. Here, the density of
intense electron beam is of 1021 cm−3 and plasma den-
sity is of 1025 cm−3. Therefore a kinetic method that can
simulate plasmas with large density difference or with
large spacial and temporal scales is of great importance
and emergency. In a recent work, an advanced numerical
method that combines the PIC method with a reduced
model of high density plasma based on Ohm’s law was
proposed [41] and benchmarked. With this method, it is
now possible to reveal the untouched phenomena in large
scale beam-plasma interactions with density differences
by orders.

Here, the transport of continuous proton beams in
plasmas with density of 1018 cm−3 and size of 8 cm is
simulated by LAPINS PIC code [41–45] for more than
10 nano-second (ns). In the simulations, densities of in-
jected proton beam vary from 1014 cm−3 to 1016 cm−3

and the energies of injected protons range from 0.4 MeV
to 4.0 MeV. We here take such a simulation setup by con-
sidering the following two reasons. Firstly, plasma gas
cell and continuous proton beams with similar densities,
sizes and energies are nowadays well available. Therefore,
in principle, the simulation predictions can be confirmed
by experiments. Secondly, according to the theory of
similarity [46], where the key role is played by dimension-
less parameters that characterize the phenomena under
consideration, such simulations might also be of relevance
for astrophysics and fast ignition inertial confinement fu-

sion.
The system setup is displayed in Fig. 1(a), here hydro-

gen plasma of density 1018 cm−3 and temperature of 4
eV is uniformly distributed with lengths along z of 8 cm
and along y of 4 mm (within the red dashed box). A con-
tinuous proton beam with a radial Gaussian distribution
and a width of 0.8 mm is injected into the plasma along
z axis at t = 0. For two-dimensional simulations, there
are 2250 grids in z direction and 100 grids in y direction.
The time step of simulation is 67 fs. Absorbing bound-
ary conditions are imposed on the particles and fields
in z direction, while in y directions, periodic boundary
conditions are applied instead. Two diagnostic planes
marked plane I and plane II are used to measure parti-
cle energies. In this Letter, we report the formation and
development of sausage and kink instabilities for trans-
port of intense proton beams in large scale plasmas. As
shown in Fig. 1(b), such instabilities are found signifi-
cantly connected to self-generated magnetic fields. Fur-
ther simulation and analysis indicate such magnetic fields
are produced by movement of collisional plasmas. When
analysing the instability growth rate and energy loss of
injected proton beams, such instabilities are found to be
significantly determined by the injected beam densities
and energies.

In order to figure out the triggering and evolution of
sausage and kink instabilities, we scanned the injected
proton beams with fixed energy 0.4 MeV and varying
densities from 1014 cm−3 to 1016 cm−3. Figure 2 dis-
plays the maps of proton beam density and magnetic
fields at t = 12 ns. When density of injected beam is
1014 cm−3 as shown in Fig. 2(a), transport of protons in
plasmas is quite ordinary. The beam is straightforward
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and only slightly deflected at the front end by collisions
with background plasmas. For such a large density dif-
ference between injected proton beam and background
plasmas, the collective electromagnetic field can hardly
be generated. As shown in Fig. 2(b), magnetic field is
even smaller than background fluctuations. Further sim-
ulations confirm that when the proton beam density is
lower than 1014 m−3, the collective effect of the plasma
on the proton beam is not of significance at all.

When the proton beam density increases to 1 × 1015

and 5 × 1015 cm−3, Fig. 2(c)-(f), show significant beam
focusing during the beam transport. Similar beam fo-
cusing had been reported in beam driven plasma wake-
field acceleration studies [13]. However unlike the ones
in plasma wakefields, moving with the beam, here the
focusing positions of beam are almost fixed. Moreover,
distances between focusing positions are of centimeters.
If the plasma wakefield theory still works under such sit-
uations, the spacing should be less than one millimeter.
When increasing beam densities, the focusing effect is sig-
nificantly intensified and the distance between focusing
positions is shortened. All these phenomena imply a new
mechanism of beam focusing effect, which is quite dif-
ferent from wakefield modulations [39]. In Fig. 2(d) and
(f), the self-generated magnetic field, as a result of beam
current and neutralizing current in collision plasmas, is
obviously stronger than background fluctuation.

In the analysis, it is assumed that the proton beam
propagates along the z direction, while the radial
and angular directions are denoted by r, θ respec-
tively. The initial perturbation is written as ξ(r) =
ξ(r) exp [i(mθ + kz)], a function of r, θ, z, where parame-
ter m and the angular wave number kθ satisfy m/r = kθ,
and k is the wave number in z direction. When m = 0,
the perturbation does not depend on the angular direc-
tion, and the stable condition of the proton beam [47] is
−(r/P0)(∂P0/∂r) < 2γB2

θ/(γP0 +B2
θ ), where P0 is the

pressure, Bθ is the angular magnetic field and γ is the
adiabatic index (heat capacity ratio), which is 5/3 in our
case. As the proton beam satisfies the radial Gaussian
distribution, the larger the coordinate in the radial direc-
tion, the smaller the density and the pressure. Therefore,
we have ∂P0/∂r < 0. Assuming an initial perturbation
making the proton beam shrink and become thinner ra-
dially, the corresponding |∂P0/∂r| will increase. At some
point, the left side of the inequality might be larger than
the right side. The break of the stability condition re-
sults in this sausage instability. Since m = 0, this in-
stability is axially symmetric. The magnetic fields in the
contraction regions are stronger than those in other re-
gions, which further leads to larger magnetic pressure.
As the contraction grows, the beam density in this re-
gion increases simultaneously. So do the collision and
thermal pressure. The beam transports under the con-
strain of magnetic field as illustrated in Fig. 1(b). When
the magnetic pressure matches the thermal pressure, the
instability stops growing and a fixed focus point is then
formed at the contraction area. As the initial beam den-
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FIG. 3. Time evolution as a function of time: (a) the angular
magnetic field energy for proton beams with fixed 0.4 MeV
but with different densities, and (b) the angular magnetic field
energy for proton beam with fixed density 1016 cm−3 but with
different energies. The slope of the black lines stands for the
growth rate in linear stage.

sity gets higher from 1 × 1015 cm−3 to 5 × 1015 cm−3,
the magnetic pressure will grow even faster and, thus,
form the focus point earlier at a lower z position, which
is consistent with the distribution of the proton beam
and magnetic field showed in Fig. 2(c) to (f).

In our simulation, the initial perturbations actually
result from the collision and get boosted by the mag-
netic field. According to Ref. [41], the beam current
Jb and magnetic field B are connected by Ohm’ law,
E + ve ×B = ηJb and Faraday’ law ∂B/∂t = −∇×E,
where ve is the background electron velocity, and η
is the resistivity. For small electron velocity, we have
B = −

∫
dt∇× (ηJb). When the beam density is 1014

cm−3 in Fig. 2(b), the magnetic field is basically a back-
ground noise, which is around 0.2 T. While it can be as
large as 2 T when beam density in 5×1015 cm−3 as shown
in Fig. 2(f). The transverse magnetic pressure on proton
beam, i.e. the perturbation, will increase by 100 times.

When the proton beam density reaches 5× 1015 cm−3

and 1 × 1016 cm−3 as shown in Fig. 2(e) and (g), it is
worth noting that the spatial distribution of the proton
beam in high z region undergoes another change along
with sausage instability. The transport path of the pro-
ton beam is no longer a straight line along the axis, but
a curved path around it. The same curved features also
appears in the magnetic fields as shown in Fig. 2(f) and
(h). This is due to another instability – kink instability.
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FIG. 4. Beam energy spectra for different densities measured
by plane II at t = 13.33 ns. The black curve is the initial
spectra of these beams, detected by plane I. The dots at the
bottom are the minimum energies detected of each case.

TABLE I. Beam density (BD), averaged energy (AE), min-
imum energy (ME) and energy loss percentage (ELP) after
passing through plasmas for four simulation cases with differ-
ent densities.

Parameters Case-1 Case-2 Case-3 Case-4
BD, cm−3 1× 1014 1× 1015 5× 1015 1× 1016

AE, keV 350 337 307 296
ME, keV 330 215 160 139
ELP 12.5% 15.8% 23.3% 26.0%

Considering the perturbation function, when m ̸= 0,
the perturbation is related to the angular coordinate,
and the stability condition of the proton beam [47] is
written as (r2/Bθ)(∂Bθ/∂r) < (m2 − 4)/2. The angular
magnetic field Bθ is proportional to 1/r outside the pro-
ton beam. Therefore we have (r2/Bθ)(∂Bθ/∂r) = −2,
which means the stability conditions are satisfied for all
m ̸= 0. Inside the proton beam, Bθ and r are propor-
tional. When m = 1, the stability condition will no
longer be satisfied. In this case, the kink instability re-
lated to the angular coordinate appears. Supposing the
proton beam is bended by an initial perturbation, it will
become further kinked due to the magnetic pressure dif-
ference around the beam. Actually, when the protons
arrive at the positions of maximum y values, the outer
magnetic fields have to be larger than the inner magnetic
fields in order to drive protons back. Such magnetic field
distribution is displayed in Fig. 2(f) and (h).

To study the instabilities quantitatively, the growth
rate should be evaluated. Here we get the instability
growth rate by analysing the angular magnetic field en-
ergy, EBθ

=
∑

B2
θ/8πδxδyδz. It can be related to the

growth rate when written as EBθ
∼ exp (γt), where γ is

the growth rate.

The angular magnetic field energies EBθ
and corre-

sponding growth rates γ for fixed 0.4 MeV beams with
different densities as functions of time are displayed in
Fig. 3(a). The logarithmic energy increases sharply at
first in linear stage, and then followed by a non-linear
saturation stage. We find the magnetic energy of higher
beam density rises faster. The instability growth rate of
higher beam density is apparently larger.

We also analyzed the influence of the injected beam en-
ergy on the angular magnetic field energy and instability
growth rate in Fig. 3(b), where the beam density is fixed
at 1016 cm−3 and the energy varies from 0.4 MeV to 4.0
MeV. High energy beam can certainly cause high mag-
netic field energy, while the instability growth rate also
increases. The development of instabilities of high energy
beams is much faster than that of low energy beams.

Sausage instability and kink instability also have an
obvious impact on beam energy loss. Fig. 4 shows the
spectra of proton beams with densities of 1014, 1015,
5×1015, and 1016 cm−3 measured by plane II at t = 13.33
ns. They have the same initial spectra of 0.4 MeV which
are detected by plane I. More details are presented in Ta-
ble I. When the beam density is 1014 cm−3, there is no
sausage instability or kink instability and the energy loss
is 50 keV in the simulation. According to Bethe’s theory
[48, 49], the theoretical energy loss of single proton in this
condition is 6.02 keV/cm×8 cm = 48.16 keV. When the
beam density rises, instabilities show up and the spec-
trum extends toward lower energy region. Both average
energy and minimum energy decrease. As the beam den-
sity increases from 1014 cm−3 to 1016 cm−3, the energy
loss percentage climbs from 12.5% to 26.0%. Considering
the results in Fig. 2, sausage instability and kink insta-
bility, especially the latter, make a great influence in the
energy loss of beam transport in plasmas.

In summary, the transport for continuous intense pro-
ton beams through hydrogen plasmas with density of 1018
cm−3 and size of 8 cm is simulated by LAPINS PIC code
for more than 10 ns. The formation and development of
sausage instability and kink instability during the inter-
action are studied. Simulation and analysis indicate the
self-generated magnetic fields, produced by movement of
collisional plasmas, take an important role in driving such
instabilities. When analysing the instability growth rate
and energy loss of injected proton beams, sausage insta-
bility and kink instability are found to be significantly
determined by the injected beam densities and energies.
Our finding might find great applications in inertial con-
finement fusion research and also might be of interests to
the astrophysical community.
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